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Abstract: This paper presents a novel technique developed for the identification of facial expressions in video

urces Themethod uses o steps facial expression feature extraction and expression classification Firstwe used

an active shape model (AM) based on a facial point tracking systen to extract the geometric featuresof facial ex-

pressions in videos Then a new type of local support vectormachine (L S/M) was created 0 classify the facial ex-
pressions Four different classifiersusing KNN, S/M, KNN-S/M, andL S/M were campared with the nav L S/M.
The reaultson the Cohn-Kanade database showed the effectiveness of our method

Keywords facial expression recognition; local S/M; active shgpe model; geametry feature

Autamatic facial expression recognition has attrac-
ted a lot of attention in recent years due o itspotential-
ly vital mole in agpplications, particularly those using
human centered interfaces M any goplications, such as
virtual reality, video-conferencing, user profiling, and
cusomer satidaction studies for broadcast and web
services, require efficient facial expression recognition
in order t achieve their desired rexults Therefore, the
impact of facial expression recognition on the above-
mentioned gpplications is constantly growving

Several goproaches have been reported in the lit-
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erature © autamate the recognition of facial expressions
in mug shots or video sequences Early methods used
mug shots of expressions that cgptured characteristic
mages at the apeX?". However, according o psy-
chologistéa], analysis of video sequences produces
more accurate and robust recognition of facial expres
sions These methods can be categorized based on the
data and features they use, aswell as the classifiers
created for expression recognition In summary, the
classifiers include N earest N eighbor classifiel® , Neu-
ral Netvorks® , SYM'® | Bayesian Neworks” , Adar
Boost classifiet® and hidden M arkov model®. The
data used for automated facial expresson analysis
(AFEA) can be geametric featuresor texture features,

for each there are different feature extraction methods

Though facial expression recognition hasmade ramark-
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able progress, recognizing facial expressionswith high
accuracy is a difficult problen'™'. AFEA and its effec-
tive use in computing presents a number of difficult
challenges In general, wo main processs can be dis
tinguished in tackling the problem: 1) Identification of
features that contain useful infomation and reduction of
the dmensionsof feature vectors in order © design bet-
ter classifiers 2) Design and implementation of robust
classifiers that can learn the underlying models of facial
expressions

W e propose a nev classifier for facial expression
recognition, which comes fram the ideas used in the
KNN-S/M algoritm. Ref [10] proposed this algo-
ritm for visual object recognition Thismethod com-
bines /M and KNN classifiers and implements accu-
rate local classification by using KNN for selecting rele-
vant training data for the S/M. In order o classify a
sample x, it first selects k training samples nearest ©
the ssmple x, and then uses these k samples o train an
S/M model which is then used t make decisions
KNN-S/M builds a maxmal margin classifier in the
neighborhood of a test ssmple using the feature gace
induced by the S/M 'skermel function But this classifi-
er discards nearest-neighbor searches fran the S/M
learning algorithm. Once the K-nearest neighbors have
been identified, the S/M algoritim completely ignores
their similarities o the given test exanple Sowe pres
ent a nev classifier based on KNN-S/M, called local
S/M (LS/M), which incomporates neighborhood infor-
mation into S/M leaming The principle behind L S/M
is that it reduces the mpact of support vectors located
far avay fram a given test exanple

In thispaper, a systam for automatically recogniz-

ing the six universal facial expressions (anger, dis
gust, fear, joy, sadness and sumprise) in video s
guences using geametrical feature and a novel class of
S/M called LS/M is proposed The systan detects
frontal faces in video sequences and then geometrical

features of sime key facial points are extracted using

active shape model (A9M) based tracking In each
video sequence, the first frane shows a neutral expres
sionwhile the last frame shows an expression with max-
imum intensity For each frane, we extract geometric
features as a static feature vector, which represents fa-
cial contour infomation during changes of expression
At the end, by aubtracting the static featuresof the first
frame fram those of the last, we get dynamic geometric
information for classifier input Then anL S/M classifi-
er isused for classfication into the six basic expression
types

The rest of the pgper isorganized asfollovs Sec-
tion 2 reviawvs facial expression recognition studies In
Section 3 we briefly describe our facial point tracking
gystan and the features extracted for classification of
facial expressions Section 4 describes the Local S/M
classifier used for classifying the six basic facial ex-
pressions in the video sequences Experiments per-
fomance evaluations, and discussions are given in sec-
tion 5 Finally, section 6 gives conclusions about our

work

1 Related work

Psychological studies have suggested that facial
motion is fundamental © the recognition of facial ex-
presson Experiments conducted by Bassili*! denon-
strated that humans do a better job recognizing expres
sions fran dynamic images as opposed © mug shots
Facial expressions are usually described in o ways
as combinations of action units, or asuniversal expres
sions The facial action coding systan (FACS) was
developed to describe facial expressions using a combi-

)11 Each action unit cor-

nation of action units (AU
reponds b ecific muscular activity that produces
mamentary changes in facial gopearance U niversal ex-
pressions are studied as a complete representation of a
pecific type of internal emotion, without breaking up
expressions into muscular units Most conmonly stud-
ied universal expressions include hagppiness, anger,

sadness, fear, and diggust In this study, universal
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expressionswere analyzed using the facial expression
coding system.

Many automated facial expression analysis meth-
Ma¥'" used optical

flov (OF) to recognize facial expressons Hewasone

ods have been developed ™.

of the first o use mageprocessing techniques o recog-
nize facial expressions Black and Yacoob'™ used lo-
cal paraneterized models of mage motion © recover
non-rigid motion Once recovered, these parameters
were used as inputs © a rule-based classifier © recog-
nize the six basic facial expressions Ref [16] used
lower face tracking o extract mouth shgpe features and
used them as inputs o an HMM based facial expression
recognition system ( recognizing neutral, happy, sad,

and an open mouth). Bartlett ") automatically detects
frontal faces in the video stream and classifies them in
sven classes in real tme neutral, anger, digust,

fear, joy, sadness and sumprisee An expression recog-
nizer receives mage regions produced by a face detec-
tor and then a Gabor representation of the facial image
region is fomed to be later processed by a bank of
S/M classifiers Facial feature detection and tracking
is based on active InfraRed illumination in Ref [18],

in order © provide visual infomation under variable
lighting and head motion The classification is per-
fomed using a dynanic Bayesian nework (DBN).

COHEN et al'*® proposed amethod for static and dy-

sions For the static case, aDBN isused, organized in
a tree structure For the dynamic gpproach, a multi-
level hidden M arkov models (HMM s) classifier is en-
ployed

These methods are similar in that they first extract
sme features fram the images, then these features are
used as inputs ino a classification systean, and the out-
came is one of the pre-slected amotion categories
They differ mainly in the features extracted from the
video images and in the classifiers used o distinguish
betveen the different enotions In the folloving sec-
tions an automatic geametric feature based method is
proposed, and then LS/M classifiers are used for rec-

ognizing facial expressions fran video sequences

2 Geametrical feature extraction

Ourwork focused on the design of classifiers for
improving recognition accuracy, folloving the extrac-
tion of geometric features using a model-based face
tracking system. That is, the proposed process for fa
cial expression recognition is composed of Wwo steps
one A based geometric infomation extraction; the
nextL S/M based classification Geametric feature in-
fomation extraction is perfomed by A basd auto-
matic locating and tracking, while the classification of
geametric infomation isperfomed by anL S/M Classi-
fier Fig 1 shows the proposed facial expression recog

nanic segnentation and classification of facial expres ~ hition scheme
First frame Distance Six general classification
parameters of facial expressions

v

$

ASM-based

Face video : Geometric Local SVM
sequences tracking features classifiers
L Distance Classifier
Last frame parameters Samples collection training

Fig 1 Processof facial expression recognition for video sequences
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For each input video sequence, an AdaBoost
based face detecior is gplied o detect frontal and
near-frontal faces in the first frame Inside detected
faces, our method identifies sme important facial
landmarks using the active shgpe model (ASM). AM
automatically localizes the facial feature points in the
first frane and then trackes the feature points through
the video frames as the facial expression ewlves
through time The first frane shows a neutral expres
sion while the last frane shows an expression with the
greatest intensity For each frane, we extract distance
paraneters betveen sme key facial points At the
end, by subtracting distance paraneters from the first
frane fran those of the last frame, we get the geomet-
ric features for classification Then aL S/M classifier is
usd for classfication intb the six basic expression
types
21 AWM basd locathg and trackng

AM™ is anployed 1 extract shape infomation
on gecific faces in each frame of the video sequence
The use of a face detection algorithm asaprior step has
the advantage of eeding up the search for the shgpe
paraneters during A 31 based processing AM isbuilt
fran sets of prominent points known as landnarks,
computing a point distribution model (FDM) and a lo-
cal mage intensity model around each of those points
The FDM is constructed by goplying PCA 1 an aligned
st of shegpes each represented by landmarks The o-
riginal shgpes and their model representation b (i =
2, ,N) are related by means of the mean shape u
and the eigenvector matrix :

b =@ (u- U,y =u+@h (1)

To reduce the dmensionsof the representation, it
ispossible b use only the eigenvectors corregponding o
the largest eigenvalues Therefore, Equ (1) becomes
an gpproximation, with an error depending on themag-
nitude of the excluded eigenvalues Furthemore, un-
der Gaussian asumptions, each component of the b
veciors is constrained o ensure that only valid shapes

are represented, asfollovs

I8 1<B A, 1< isN,1<smsM (2

W here, B isa regulating parameter usually st betveen
1 and 3 acoording o the desired degree of flexibility in
the shgpe model m is the number of retained eigen-
vectors, andA ,, is the eigenvalues of the covariance
matrix The intensity model is constructed by compu-
ting the second order satisticsof nomalized image gra-
dients, sampled at each side of the landmarks, pemen-
dicular to the shape’s contour, hereinafter referred o as
the profile In other words, the profile is a fixed-size
vector of values (in this case, pixel intensity values)
smpled along the pempendicular o the contour such
that the contour passes right through the middle of the
pemendicular The matching procedure is an altemna-
tion of image driven landnark digplacanentsand statis-
tical shgpe constraining based on the FDM. It isusual-
ly perfomed in a multi-reslution fashion in order ©
enhance the cgpture range of the algoritm. The land-
mark diglacanents are individually detemined using
the intensity model, by minimizing the M ahalanobis
distance betveen the candidate gradient and the model’s
mean

To extract facial feature points in case of expres
sion variation, we trained an active shgpe model fram
the AFFE (Jgpanese famale facial expression) data-
basg™”!
Japanese famales For each aubject there are six basic
happiness,
sadness, suprie) and a neutral face 68 landmarks
are ud o define the face shape, as shown in Fig 2

which contains219 mages from 10 individual

facial expressons (anger, disgust, fear,

Fig 2 A3 training sanple
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Fig 3 Facial characteristic points

2 2 Fachl character istic pontsm odel

The shape infomation extracted by A3/ fram a
face mage isused b compute a st of distance parane-
ters that describe the gppearance of facial features
A I extracts 68 facial points, hovever sme of these
don’t reflect changes in facial expressions The first
step is the selection of the 20 optimal key facial points,
those which change the most with changes in expres
sion These key points P are defined as the facial char-
acteristic points (FCPs, Fig 3), which were derived

*'. In the second

fran the Kobayashi & Hara mode
step the FCPs are converted into soime distance param-

eters Thisparameterization has the advantage of provi-

ding the classifier with data that encode the most im-
portant agpects of the facial expressons The distance
parameters are computed as the mplicit fixed Euclide-
an distances betveen key points The complete list of
In Teble 1,
(P, P;), represents the horizon distance betveen

auch distance paraneters is given in Table 1

pointsP, and P;, (P;, P,), represents the vertical dis
tance betveen points P, and P, Because when facial
expressions change, most movament is in the vertical
direction, most of the distance paraneters compute ver-
tical distance We extracted the differences betwveen
the last and the first frane’s distance parameters as the
geametric features The geametric features capture the
wubtle changes in facial expression which varied over
the video squence LetV., be the distance paraneter
of the last frane, Vi, be the distance parameter of the
first frame,

{12 (3)

W here x; is the geometric feature of the i-th video s=-

Xi = Vend = Viegin, i N}
guence, which is defined as the difference betveen
static featuresof the first frame and the last frane The

dimension of the geametric feature x, is18

Tablel The st of distance parameters

\ meaning Visual feature \ meaning Viaual feature \ meaning Visual feature
v (P, Py), L eft eyebrov v (P, P9), L eft eye Vis (P, Py Mouse
% (P, P),  Left eyebrow % (P, Pg), L eft eye Vi (P, Pg)y Mouse
v (P3, P;), Rignht eyebrow %  (Ps, Pg)y L eft eye vis (P, Pis), Mouse
v, (Ps, Ps), Right eyebrow Vg (Py, Pg), Right eye vig (P, Py), Mouse
% (P, Py), Left eycbrow vy (P, Py), Right eye Vi; (P, Py, Mouse
% (Ps, Py), Righteyebrow Viz  (Py, Pi)y Right eye vig (P, Pyg)y Chin

3 Facil expression recogn ition based
on local SWM

Effective facial expression recognition is a key
problem in automated facial expresson analysis The
KNN'' and S/M'®! classifiers have been successully

aplied b facial exression recognition and mprove fa-

cial expression recognition accuracy. W e propose a fur-
ther mprovement, anL S/M classifier for facial expres
son recognition, with its ots in the KNN-S/M'%
classifier, but KNN-S/M decouples the nearest-neigh-
bor search fran the S/M leaming algoritm. Once the
K-nearest neighbors have been identified, the S/M al-

goritm campletely ignores their siilarities o the given



. 460

test example S we incomorated neighborhood infor-
mation into S/M learning o improve the classification
accuracy of KNN-S/M.
3 1 Nearest neighborsand SVM

In thispartwewill give a brief description of nea-
rest neighborsand S/M classifiers Letsasame a clas
sification problem with samplesD ={ (x, y;) } with i =
1,2, ,N,x R'andy {1 -1}. For the K-nea
rest neighbor (KNN) algorithm, given a point x’ in the
n-dimensional feature gace, an ordering function f,:
R’ LR isdefined A typical ordering function is based
on Euclidean metrics

fo(x) =l x-x'Il.

By means of an ordering function, it ispossible ©
order the entire st of training ssmplesx with repect ©
x'. Thisisequivalent © defining a function r.: {1, ,
N} -{1, ,N} thatmagps the indexesof the N train-
ing points of the datasets W e define this function re-
cursively.

i (1) =agninll ¢ (x) - ¢(x) I 2,
t () =argninl @ (x) - ¢ 1%, (4)

iZzr (1), ,r(-1),j=2 ,N.

In thisway, x. ) represents the j-th point in the set
D ={(x, y)} in temsof distance from x', namely
the j-th nearest neighbor of x', with f, (x,x,(i)) =

I, - X'l being itsdistance from x" and y,,,, isits

™ ()
classification Given the above definition, the decision
rule of the KNN classifier for binary classification is de-

fined by
KNN () = sign( > vi,)- (5)
Support vector machines (S/Ms) are based on
statistical leaming theory!”’. 1In the classification con-
text, the decision rule of an S/M is generally given by
S/M (x) =sign(w- ®(x) +b), where, ¢ (x): R -F
isamgpping in sme trandomed feature pace F. w
F and b R are paraneters such that they minimize an
upper bound on the expected rik while minimizing the

anpirical risk Such a bound iscomposed of an enpiri-

cal rik tetm and a camplexity term that dependson the
VC dimension of the linear syparator Contmolling or
minimizing both temspemits control of the generaliza-
tion error in a theoretically well-founded way. The
leaming procedure of an S/M can be summarized as

follovs The minmization of the complexity term is a-
chieved by minimizing the quantity—; I w’ll , namely

maximizing the class sparation margin The enpirical
risk tem is controlled through the following constraint
yi(w: @(x) +b) 2 1-&, (6)
Where, &, {i=1,2 ,N}=0 Thepresnceof the
dack variablesé ;. allovs ssme misclassification in the
training st In fact, during model building, a nonlin-
ear S/M is trained o Dlve the followving optmization
p roblem:
max i;ai -—;L;ap(jyiyjqb(xi,xj), .

st D0,y =00<0,< Gi=12 ,n
i=1
By refomulating such an optimization problen with L a
grange multipliersa; (i =1, ,N), it ispossble o

write the folloving decision rule:
N
SM (x) = Sgn(DU - v P(x) P(x) +b).
i=1

(8)
W here, themapping ¢ gopearsonly in the dot products
(%) P (x).

allovs kemelizing of the classfication problem. In-

This is an important property, which

deed, if a kemel function k(- , - ) satifiesMercer’s
theoram, it is possible o subgtitute k (x, x) with
P (x)- ¢(x) in Equ (7) obtaining thus a decision
rule expressed as

/M (x) = sign(ZO(i- yi- k(x,%) +b). (9)

3 2 KNN-SW Classifier

KNN-S/M °! combines localities and searches for
a large margin sparating surfaces by partitioning the
entire trandomed feature gace through an ensamble of

local maximal margin hyper planes In order o classify
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a given point x' in the input gace, we first find its K-
nearest neighbors in the transfomed feature gace F,
and then search for an optimal sparating hyper plane
only over these K-nearest neighbors

means that an S/M is built over the neighborhood of

In practice, this

each test point x'. Acoordingly, the constraints in
Equ (6) become
yrxv(i) [Wd)(er,(i) +b) ]2 1 ‘Z

Where, r.: {1,

i=1, .,k (10)

() !
,N} - {1, ,N} is a function,
which mgps the indexesof the training point defined in
Equ (4). In thisway, x,, isthe j-th pointof the set
D in temsof distance fram x' and thus
j<k=N @(x,,) -2 N <l b(x,,) - L)
because of the monotonicity of the quadratic operator.
The camputation is expresed in temsof kernels as
I d(x) -d(x)02= d(x),P(x) ¢+ P(x),
P(X) (-2 P(x),P(X) ¢ =
k(x, x) +k(x', x') - 2k(x, x"). (112)
In the case of linear kemels, the ordering function
can be built using the Euclidean distance, whereas if
the kemel is not linear, the ordering can be different
If the kernel is the RBF kemel, the ordering function is
equivalent © using the Euclidean metric The decision

rule asociated with the method is

k
S/MNN (x) = Sign(zarx(i) Ve K(X iy » X) + D).
i=1

(12)
3 3 Local support vector machines

KNN-S/M is a cambination of KNN and S/M.
But thismethod abandons nearest-neighbor searches in
the S/M learning algoritrm. Once K-nearest neighbors
are identified, the S/M algoritm campletely ignores
their smilarity o the given test exanple when lving
the dual optimization problem given in Equ (7).

S we developed a nev LS/M algoritm, which
incomporates neighborhood infomation directly into
S/M leaming The principle of LS/M is o reduce the
impact of support vectors located far avay from a given

test exanple This can be accomplished by weighting

the classification error of each training example accord-
ing o its smilarity o the test exanple The smilarity
is cgptured by a distance functiow , the same as the
goproach used by KNN.

For each test sample x’ , we oonstruct its local
S/M model by lving the following optimization prob-

lam:
min—; Il wll 2 +cC EO (x', %),
i=1

st ywx-b=1-§&, (13)
£ >0i=12 ,n

Where, 0 (X', x;) istheL, distance betwveen x' and x..

The olution o Equ (13) identifies the decision sur-
face aswell as the local neighborhood of the samples

The functio penalizes training examples that are loca
ted far avay fran the test exanple Asa realt, classi-
fication of the test example dependsonly on the upport
vectors in its local neighborhood To further gppreciate
the mole of the weight function, consider the dual fom

of Equ (13):
n 1 n
maxzqi - _2 Zangind)(Xi, Xj):
i=1 =1

st i:O(iyi =000, O (X, x), (14)
i=12 ,n

Campared o Equ (7), the difference betveen L S/M
and S/M s that the constraint on the upper bound for
0 ; hasbeen modified from c o @ (X, x). Thismodifi-
cation has the folloving wo effects It reduces the m-
pact of distant support vectors, and Non-support vectors
of the nonlinear S/M may become upport vectors of
L S/M.
34 LSW i facil expression recogn ition

For facial expression recognition usingL S/M, ge-
ametric features are used as an input  Six claseeswere
considered in the experiments, each one representing
one of the basic facial expressons (anger, digust,
fear, hgppiness, sadness, and suprise). The L S/M
classifies geametric features asone of these six basic fa-

cial expressons Pseudo code of the basic version of
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the facial expression algorithm is given in Fig 4

Training &t T={ (%, y1), (e, ¥%2).

Number of nearest neighbors k

4 retum y,.

Input: Geametric feature sample of facial expression x'
. (X, ¥a) }, where x;

geametric feature, vy, ={1, 2, 3, 4,5, 6}, vy, is the facial expression classifications

Output: facial expression classificationsy, ={1, 2, 3, 4, 5, 6}

1 Find k samples (x, y;) with minimal valuesof k(x;, x) - 2k(x, x),

2 Train an modified multi-class S/M model on the k slected samples, the modified S/M|
model incorporates the neighborhood infoimation,

3 Classify x, using thismodel, get the reaulty,,

R', x isthe i-th

Fig 4 ThelL S/M classifier for facial expression recognition

The LS/M makes binary decisions There are a
nunber of methods for making multi-class decisions
with a st of binary classifiers W e enployed pairwise
partitioning strategies For pairwise partitioning (1:
1), the S/M were trained o discriminate all pairs of
amotions For six categories that makes 15 S/M s

4 Exper mentsand evaluations

In order to validate our proposed goproach for fa-
cial expression recognition, we carried out experiments
on a machine with a Pentium 4/2 0G CRJ, 1GB
memory, WindovsXP, and Visual C ++ 6 Q The
Cohn-Kanade databa

expression as one of the six basic facial expression

#l ' was used © recognize facial

clases (anger, disgust, fear, happiness, sadness,

(b) disgust

(a) happy

(¢c) fear

and suprise). Each video sequence startswith a neu-
tral expression and endswith the peak of the facial ex-
pression This database is annotated with AU s (A ction
Unitg). These cambinations of AU swere trandlated in-
o facial expressons according o Ref [24], in order
to define the correponding ground truth for the facial
expressions All the subjectswere used o fom the da-
tabase for the experments The database contains 480
video squences, containing 84 expressionsof* fear” ,
105 of* wumprie”, 92 of* sadness’, 36 of* anger”,
56 of' digust” and 107 of* hgppiness’. The upper
rov of Fig 5 shows the extraction of facial feature
points in the initial franes in the video sequences for
the 6 basic expression types, while the lowver rov shows
that of the last franes of those video sequences

(f) surprise

(d) sad (e) anger

Fig 5 A3 basd facial feature points extraction examples

In our experiments,
ritms, KNN, nonlinear /M and S/M NN were com-
pared with our LS/M classifier to show its effective-

three classification algo-

ness Both KNN-S/M and L S/M employ a linear ker-
nel The paraneters of the classification algorittm, i
e the k in KNN, c in S/M, bandwvidth in the RBF
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kemel and k in LS/M were detemined by 10-fold
cross validation on the training st To mplement the
proposed L S/M algoritm, we modified the C ++ code
of theL BS/M (http: / mwww. csie ntu edu w/cjlin/
libsm) tool developed by Chang andLin o use @ as
its upper bound constraint ford instead of c

In order o makemaximal use of the available data
and produce averaged classification accuracy reaults,
the expermental reaults reported in this study were ob-
tained based on applying a 5-fold cross validation o the
data sts More gecifically, all mage sequences con-
tained in the database were divided intb six clases
each one corregonding © one of the six basic facial
expressions o be recognized Five sets containing 20%
of the data for each class, chosen randamly, were cre-
ated One st containing 20% of the sanples for each
classwas usd for the test st, while the remaining sts
fomed the training st After the classification proce-
dure was performed, the samples foming the testing
stwere incomporated into the current training set, and
anav st of sanples (20% of the samples for each
class) was extracted © fom the new test &t The re-
maining sanplesfomed a new training st  Thisproce-
durewas repeated five times The average classification
accuracy is the mean value of the percentages of the

correctly classified facial expressions

First, we tested the facial expression recognition
accuracy based on our proposed classifier LS/M. Con-
fusion matrices were used  evaluate accuracy. The
confusion matrix is a matrix containing infomation a-
bout the actual class label (in itscolunns) and the la-
bel obtained through classification (in its rovs). The
diagonal entriesof the confusion matrix are the rates of
correctly classified facial expressions, while the off-di-
agonal entries corregpond t mislassfication rates
The confusion matrix showvn in Table 2 presents the re-
aults obtained while using the LS/M classifier Fram
this table,
89 11% overall recognition of facial expressons The

it can be sen that our method achieves

confusion matrix confims that me expressions are
harder o differentiate than others Expressions identi-
fied as sumprise or happiness are recognized with the
highest accuracy (91 32% and 92 48%). For dis
gust, the recognition ratewas 88 32%, for fear itwas
89 64%, for sadness is 86 38%, and for anger is
86 54%. Ascan be sen, the most anbiguous facial
expression was sadness The main rea®n is that both
aumprise and happiness cause obvious geametric shape
changeswhen the facial expression moves fran neutral
o peak, while othersmay not produce enough geomet-
ric infomation o be as clearly discriminated

Table2 Confusion matrix basd on L SWM

Inputs Results (%) Happy Sumprie Disgust Fear Sad Anger
Happy 91 32 179 211 Q32 2 58 1 88
Sumprise 2 68 92 48 183 132 0 169
Digust 2 09 217 88 32 3 08 108 326

Fear 0 0 357 89 64 4 36 2 43
Sad 162 3 56 2 46 178 86 38 4 20
Anger 229 0 171 3 86 5 60 86 54

In addition, we conducted experiments o evaluate
the perfomance of our proposed algorithms in campari-
9on © KNN, nonlinear S/M and S/M NN algoritms
A 5-fold cross validation was al© enployed in these ex-
periments Table 3 summarizes the reaultsof our exper-
ments Firstly, observe that, for the six basic facial
expressions, nonlinear S/M outperfoms the KNN algo-

ritm.  The accuracy of S/M is85 06% while the ac-
curacy of KNN is only 78 96%.
that S/M NN fails to mprove the accuracy over nonlin-
ear S/M. In fact, the S/M NN perfomance degrades,
as classification accuracy drops from 85 06% to
85 03% when using S/M NN
S/M. One possible explanation for the poor perfom-

Secondly, observe

instead of nonlinear
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ance of S/M\N s the difficulty of choosing the right
nunber of nearest neighbors (K) when the number of
training examplesis snall W e observed that theL S/M
algorittm consistently outperformed nonlinear /M and
KNN-S/M for the six basic facial expressions We al®
found both sumprise and hgppiness recognized with
higher accuracy than other facial expressions, with the
Fig 6 shows the ROC
curves of the four classfiers It demonstrates that the
LS/M classifier ouperfoms the S/M, KNN-S/M and

KNN classifiers

exception of the KNN classifier.

0.95
0.85
0.75
0.65

—=— KNN-SVM
0.55 SUM

«  KNN

—— LSVM

0.45

0.02 004 006 0.08  0.10

Fig 6 Roc curvesof the four classifiers

Table3 Classification accuracies (%) for SYM, KNN, KNN-SW and L SW

Inputs Reaults/ % Happy Sumprise Digust Fear Sd Anger A verage accuracy
LS/M 91 32 92 48 88 32 89 64 86 38 86 54 89 11
S/M 88 09 88 67 85 86 85 71 82 41 79 62 85 06
S/M NN 87. 55 87. 92 84 23 84 68 84 97 80 85 85 03
KNN 82 09 78 38 79 36 80 62 77 41 75 92 78 96

Fig 7 dhows the six basic facial expression recog-
nition results fram our proposed systen. Our method
recognizes facial expressions from video sequences The
first frane shows a neutral expression while the last

| mz=asr oos:

=51 v OO:- Vi :SaesS

In the

last frane, we extract geametric features and classify

frane show's an expresson with great intensity.

the expression using L S/M.

Fig 7 Facial expression recognition results in our proposed system

5 Conclusion

In this pgoer, we proposed an automatic method
for recognizing prootypical expressions that include an-

© 1994- a Acad Journ ronic Publ g Hous

ger, digust, fear, joy, sadness and umprie We
tracked the facial feature points using A /1 and extrac-
ted geametric features fran video squences To im-

prove facial expression recognition accuracy, we pres
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ented a nev L S/M classifier for classifying the expres
sons Experiments on laboratory data ( Cohen-Kar
nade) showed 89 11% recognition accuracy on 480
video squences At the sme time, we campared
KNN, S/M, and KNN-S/M classifierswith the LS
VM. The LS/M classfier produced the best experi-

mental reqults
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