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Abstract; Based on an analogy between thermodynamics and Bayesian inference, inverse halftoning was
formulated using multiple halftone images based on Bayesian inference using the maximizer of the posterior
marginal (MPM) estimate. Applying Monte Carlo simulation to a set of snapshots of the Q-Ising model, it
was demonstrated that optimal performance is achieved around the Bayes-optimal condition within statistical
uncertainty and that the performance of the Bayes-optimal solution is superior to that of the maximum-a-
posteriori ( MAP) estimation which is a deterministic limit of the MPM estimate. These properties were
qualitatively confirmed by the mean-field theory using an infinite-range model established in statistical me-
chanics. Additionally, a practical and useful method was constructed using the statistical mechanical itera-
tive method via the Bethe approximation. Numerical simulations for a 256-grayscale standard image show

that Bethe approximation works as good as the MPM estimation if the parameters are set appropriately.
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1 Introduction

Researchers have long used Bayesian inference to
investigate various issues in information science and
technology such as problems related to image and sig-

nal processing!"®.

During the last two to three dec-
ades, theoretical physicists'* have studied such prob-
lems by using an analogy between statistical mechanics
and the maximizer of the posterior marginal ( MPM)
estimate based on Bayesian inference. In the early
stage of development in this field, physicists studied
image restoration and error-correcting codes'**’ 1o de-
termine the feasibility of applying statistical mechanics
to these problems. Researchers have since then applied
statistical mechanics to various problems in information
science and technology.

Researchers have been investigating digital half-

toning print technology'®”! for many years with the aim
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of generating a halfione image comprised of a set of
black and white dots that are visually similar to the o-
riginal image as seen by the human vision system.
Many techniques, such as the organized dither meth-
0d'®”’ | have been proposed for generating such image.
The inverse of digital halfioning®’, i. e., “inverse
halftoning,” is used to reconsiruct the original image
from the halfione image, and many techniques have

been proposed for doing this. For an instance,

[9]

Wong ~ proposed statistical techniques for a halftone

image obtained using the error diffusion method. Then,

Stevenson' '’

applied maximum-a-posteriori ( MAP) es-
timation to inverse halftoning of halftone images conver-
ted using either a dither method or an error diffusion
method. Recently, Saika et al. "'’ constructed a
Bayes-optimal solution on the basis of the statistical
mechanics of the Q-Ising model for the inverse halfton-
ing problem. It uses the MPM estimate based on
Bayesian inference. Other researchers have investiga-

ted super resolution, another typical problem in infor-
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mation science and technology. The objective is to con-
struct a high-resolution image using multiple low-reso-
lution images. Several researchers'”’ have tried u-
sing Bayesian information processing from the statistical
mechanical point of view.

In this study, a practical and useful method for
inverse halftoning is proposed. It combines a statistical
mechanical iterative method and a framework of super
resolution to use multiple halfione images. This ap-
proach was adopted with the hope that statistical me-
chanics of Bayesian information processing would be a-
vailable by using an analogy between statistical me-
chanics and the MPM estimate based on Bayesian in-
ference. In particular, the statistical mechanical itera-
tive method was used based on the Bethe approximation
to approximate the MPM estimate established in the
field of Bayesian information processing. Then, in or-
der to realize inverse halfioning with high image quali-
ty, a framework of super resolution was also applied to
multiple halfione images for inverse halftoning. Next,
in order to clarify the performance of Bethe approxima-
tion from the theoretical point of view, the efficiency of
the MPM estimate for inverse halftoning was examined
using multiple halfione images based on Monte Carlo
simulation for a set of snapshots of the Q-Ising model
and the mean-field theory using the infinite-range mod-
el. First, Applying the Monte Carlo simulation to a set
of snapshots of the 8-grayscale Q-Ising model, the sta-
tistical performance of the MPM estimate was clarified
using 4 halfione images rewritten by the organized dith-
er method based on the metric using the mean square
error (MSE). The simulation showed that the optimal
performance was achieved around the Bayes-optimal
condition within statistical uncertainty and that the op-
timal performance is superior to that of the MAP esti-
mation, which corresponds to the deterministic limit of
the MPM estimate. These properties were qualitatively
confirmed by analytical estimation based on the mean-
field theory using the infinite-range model. On the oth-
er hand, from the practical point of view, the perform-
ance was investigated based on the Monte Carlo simula-
tion for realistic images, i. e., a 256-grayscale stand-
ard image “Lena” with 256 x 256 pixels. The simula-
tion showed that the MPM estimate can reconstruct the

original image using more than 36 halftone images, e-

ven if a uniform model prior is assumed. However, a
fatal contour appeared in the images reconstructed u-
ging fewer than 16 halftone images. The contour can be
removed by the MPM estimate using fewer than 16 half-
tone images if an appropriate model of the true prior
which can enhance smooth structures is used. A practi-
cal and useful method was then developed for recon-
structing images based on the Bethe approximation
which approximates the MPM estimate. Simulation
shows that Bethe approximation reconstructs the origi-
nal image almost as good as Monte Carlo simulation
and that only 11 ~ 15 iterations are needed to solve the
self-consistent equations derived from the Bethe ap-
proximation.

The content of this paper is as follows. The gener-
al prescription of statistical mechanics and the analogy
between statistical mechanics and Bayesian inference
were briefly reviewed, describing the general formula-
tion of inverse halftoning using multiple halftone images
based on the statistical mechanics of the Q-Ising mod-
el. The performance of the present method was then
examined. Monte Carlo simulation and analytical esti-
mation were conducted based on the mean-field theo-
rys, using the infinite-range model; its statistical per-
formance for a set of snapshots of the Q-Ising model
was estimated along with its performance for a realistic
image. Finally, the performance of the presented sta-
tistical mechanical iterative method based on the Bethe

approximation was estimated.

2 General formulation

2.1 statistical mechanics

As shown in Fig. 1, a principal goal of statistical
mechanics is to clarify thermodynamics of many-body
systems starting with interactions between microscopic
elements. In general prescription of statistical mechan-
ics, thermal average of macroscopic physical quantity
can be estimated as an ensemble average over all possi-

ble states using a probability distribution;

Pr((8}) = zexpl - BH({S)] (1)

for a given Hamiltonian H( {S} ). In this equation, a
set of the Ising spin states {S} is used as a set of typi-
cal microscopic elements. The unit of temperature is

taken such that Boltzmann’ s constant %y is unified. As
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a result, 8 =1/T. Normalization factor Z is called the
“partition function”

= g‘ ;---;}exp[—BH({S%)]-

The probability distribution in Eq. (1) is termed the
“Boltzmann factor”. Using the Gibbs-Boltzmann distri-
bution, the thermal average of macroscopic quantity

A({S}) can be estimated as

) = 7% %+ Tewl-pH([s))IACIS)).

Macroscopic substance

JUS——

Water

The m]odyndmlu
(Macr ogcopn, ) properties

Canonical ensemble

mechanics
Molecule |

[Micmscopic elemenw)

Q@ Electron, Spin
Microscopic substance

Fig.1 Main goal of statistical mechanics

Though it is difficult to calculate this macroscopic

quantity directly, it can be estimated by using the

approximation theories such as the mean-field theory and

Forward process (Digital halftoning)

}
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Organized dither method
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A set of the dithered imagey

the Bethe approximation. As a recent development of
statistical mechanics, researchers have clarified that sta-
tistical mechanics serves a framework and various tech-
niques for probabilistic information processing based on
the analogy (Fig.2) between statistical mechanics and

Bayesian inference using the MPM estimate.

Statistical mechanics Bayesian inference
Thermodynamics |~ Comespondence |, | Statistical
performance
Average on | Correspondence | Posterior
Canonical ensemble probability
. C ondence
Electron, Spin  [=|-- TR = Bit, Pixel

Fig.2 Analogy between statistical mechanics of phys-
ical system and Bayesian inference of informa-

tion system

2.2 general formulation

Here, on the basis of the statistical mechanics of
the Q-Ising model, the general formulation for inverse
halfioning is shown using multiple halfione images
based on Bayesian inference which is obtained through
the MPM estimate. As shown in Fig. 3, the framework
is composed of two parts. One is the forward process
corresponding to digital halftoning, and the other is the

inverse process corresponding to inverse halftoning.

Inverse process (Inverse halftoning)

r I
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gconstructed image
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/

Fig.3 Framework of inverse halftoning via multiple halftone images
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{b) 256-grayscale (c) Halftone version
Q-Tsing model with “Lena” image with of (a) created using
100x100 pixels

(a) Snapshot of

organized dithe
method and 22
Baver threshold arra;

256x256 pixels

(d) Halftone image (e) Grayscale image (f) Grayscale image
created from (b) using  obtained using 4 obtained using 64
organized dither  halftone images under halftone images
method and 88 Bayes-optimal ~ without using prior
Bayer threshold array  condition (J=J=1) information(//T,=0,
MSE/

g) Grayscale image (h) Grayscale image (i) Grayscale image
obtained using 64  obtained using 16 obtained using 16
halftone images with  halftone images  halftone images and
HT =1 (MSE/ without using prior  appropriate model
0=0.012 455y  information (J/7,=0, of true prior (J/T,=1,
MSE/Q=0.162 267) MSE/Q=0.122 582).
Fig.4 Original images, halftone versions of the origi-
nal images and reconstructed grayscale images
In the first step of the forward process, a set of o-
riginal grayscale images was considered {¢, .{, where
£.,=0,1,--,0-1andx, y = 1,2,--+,L. These
images were generated by the assumed true prior ex-

pressed as a probability distribution ;

S

s

T,

Pr((£}) = fespi-

s

Zl Zl |: (gx-y _gx"'l-}’)z + (gx,y _gx,y+1)2:| % ’
(2)

“ smooth-

[1

where J, and T, are parameters for tuning
ness” in the pattern of the original image. Fig.4(a)
shows a sample of the original image, i. e. , a snapshot
of the 8-state Q-Ising model on a square lattice. Then,
as shown in Fig.4(b) , a 256-grayscale standard image
with 256 x 256 pixels, such as “Lena” , was used to
investigate the performance for realistic images.

In the second step of the forward process, each o-

riginal image {£, } is rewritten into p° kinds of half-

tone images {7, ,(m,n)} using the organized dither
method and a p x p Bayer threshold array {M, }.
Here, 7, ,(m,n) = 0,1,x,y = 1,2,---,L, and
m,n=1,2, - p. Two example threshold arrays are

shown in Figs. 5(a) and (b). The threshold array
{M_} is given by

P

) [ aM,, 4M,,, + 2U,,,2]
*lam, +30, 4aMm,+U, L’
0 2
M, = [3 1]. (3)

O (328 (40 2 34|10 42
48 (16|56 (24|50 |18 (5826

08210 3(35(11(43] 1 (33]9 |41
124 |14| 6 51(19159(27 4917|5725
30119 15|47| 7 (39|13 (45| 5 |37
157 13| 5 63(31]55|2361|29(53 |21
(a) 4% 4 (b) 8X8

Fig.5 4 x4 and 8 x8 Bayer threshold arrays

U, is an n X n mairix, the elements of which are
unified. Threshold M, is an integer from 0 to pr-1.
The halfione versions of the original images in Figs. 4
(a) and (b) are shown in Figs. 3(c¢) and (d).
When the original image {¢,,} is converted into the
(m,n)-th halftone image {7, (m,n)}, a one-to-one
correspondence between each pixel of the original im-
age {£, | and the threshold of the Bayer threshold ar-
ray {M | is first created by making use of the corre-

P
spondence ;

£y M (yomy s, (yom) o > (4)
where (x +m) %p denotes a surplus that divides (x +
m) by p, and it is the same with (y +n) %p. Then,
as shown in Fig. 6, a threshold procedure is carried out

.y} by the corre-

for each pixel of the original image {&
sponding threshold {MI,% :
7,,(m,n) =
o(fx,y = M oimydop, (ymyep * Q/P2 -172).
0( - ) is a unit-step function given by
8(x) = {0, x <0,
1, x>0
The halftone images in Figs. 4(c) and (d) are visual-
ly similar to the original image as seen by the human
vision system although information on the original im-

age was lost through the halftone procedure.
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In the inverse halftoning process, the original im-
age is reconsiructed so as to maximize the posterior
marginal probability. The value of the (x,y)-th pixel

in the reconstructed image is given by

2w = arg max ; Pr( {z} | {sz%).

Zx,y {z

4X4 Bayer-type threshold array

o|8|2]10
1204 [14] 6
16 3111l1]9 - Halftone image
253 0 [255 0
157 [13] 5
. 0 [259 0 |255
Comparison
115(114{114[113 255 0 [255 0
120[118[117(114 . 0]25§0]0
127/119[101| 89
136(128{ 90 | 74

256-grayscale original image
Fig. 6  Digital halftoning using 4 x 4 Bayer-type
threshold array
The posterior probability is estimated using the
Bayes formula,
Pr({z} | {#"}) =
Pr({z})Pr( {7 H {z4)
{Z},Pr( 2)Pr( {7} 1 {z})

as well as the assumed model of the true prior along

with the likelihood. The model of the true prior ex-

pressed by
Pr({z}) oc exp{ -
Zl Zl |: (zx-y _zx"'l-}’)z + (zx,y _zx,y—l)z] % (5)

is used so as to enhance smooth structures appearing in
the pattern of reconstructed images. Furthermore, a
model of the true prior is used, which is assumed to
have the same form as the true prior in Eq. (2) so that
an MPM estimate is constructed, including the Bayes-
optimal solution. The likelihood that is expressed by
the conditional probability representing the organized
dither method via the Bayer threshold array is also

used :

Pr( |z} | []) = an‘[a(m,

=1 y=
- Q/p* -172)). (6)
the likelihood has the prop-

erty that the possible range of the gray-level z, , be-

M(x+M)%p.(y+")%P
As seen from Fig. 7,

comes narrower at each pixel with the increase in the
number of the halfione images. So, it is expected that

the accuracy of the performance is improved with the

& % W B8
increase in the number of the halfione images.
A =7 'r711
o
B 5 M=6 Restricted range of
B - gray-level by three
o || halftone images
Sy !
"""" |
2 !
wo M=2
77777 =0
i 2 3

The number of the halfione images

Fig.7 Range of grayscale restricted by the likelihood
in Eq. (6) used for the present method

Then, the reconstructed image is obtained by

= 0(z,,),
where
= gzx,yPruz%l (1),
Q
O(x) = ,;)H(x—k +%)—0(x—k—%).

To estimate the performance of the present meth-
od, MSE was compared between the original and re-
constructed images;

MSE = 2 2 2 (zxy gx,y)z'
x=1 y=1

To estimate the statistical performance, MSE was
averaged over the set of 01'iginal images {€&,1s

2 2 2 (zxy fx,y)z-

x=1 y=1

MSE = %Pr( 1

3 Performance

3.1 Monte Carlo simulation

To quantitatively investigate the statistical per-
formance of the present method, a set of the snapshots
of the Q-Ising model was used on the square lattice. A
set of the snapshots of the 8-grayscale Q-Ising model
with 100 x 100 pixels (Fig.4(a) ) was used for the o-
riginal images. The parameters in Eq. (2) were set to
J.=T =1.
four kinds of halftone images by the organized dither

Each original image was converted into

method using the 2 x 2 Bayer-type threshold array in
Eqgs. (3) and (4). Then, 20 000 Monte Carlo steps
were performed using the MPM estimate based on the
Metropolis algorithm.

First, it was determined how MSE depends on
parameter T in Eq. (5) for / =1. As shown in Fig. 8,

it is found that the performance of the present method
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is improved by introducing the model of the true prior

and that the performance is optimal under the Bayes-
optimal condition T, = T, =1 within statistical uncer-

0. 0101 [ [ I

0. 008r

tainty.

0. 0061

MSE

0. 004y

0. 0021

0 0.5 10 13 2.0
Fig.8 MSE as a function of 7, obtained by

Monte Carlo simulation for a set of
snapshots of Q-Ising model

These results suggest that the MPM estimate based
on Bayesian inference works effectively for inverse half-
toning by making use of the framework of the super res-
olution with multiple halftone images while the MPM
estimate is improved by introducing the model of the
true prior appropriately.
3.2 Mean-field theory

To qualitatively clarify the statistical performance
of the MPM estimate based on Bayesian inference, the
mean-field theory was tested using the infinite-range
model, which was established in terms of statistical
mechanics. These models seem to be very artificial in
the sense that all pixels neighbor each other. However,
the aim here is not to establish a model of practical
usefulness but to understand generic features of macro-
scopic variables, such as MSE.

To use the mean-field theory for estimating the
performance of the MPM estimate, the infinite-range

versions of the model and true priors are first iniro-

duced ;

Pr({g,-n:—exp[ =3 -]
Pr( |z, :—exp[-—m;<z—z>]

both of which are considered to approximate the as-
sumed model and true priors in two dimensions. Fol-
lowing the strategy of the mean-field theory via the infi-
nite-range model'*’ | the configuration average of the
partition function of the model system is then consid-

ered ;

[0 =~ LS

Bs 2
_ZN% (gl _gj) ]X

1og§, ﬁﬁ(f,@(z -k]%))x
eXp[__Z%IZ_;'(Zi —zj)z]- (8)

The summation in this equation applies to all over the

lattice sites. Then, on the basis of the saddle-point
conditions on the configuration average free-energy in
Eq. (8), self-consistent equations are derived on m,
and m;
1% 2
my = — 2, fexp[B,(2mé —my) ],
Z £=0
1% 2
[{z)] —Zexp B, (2mp¢ —my) ] x
Z.s £=0
Q-1 p? 0
> [18(¢,0(z - k_z) )exp[ B, (2mz - m*) 1z
120 =1
0-1 p? ’
> J18(¢,0(z -k ))eXp[Bm(Zmz—m )]
i0 %=1
where

0-1
= Y exp[B,(2mpf — my) .
0
Here B, =1/T, and B,, =1/T,.. Using the solution to
these self-consistent equations on m, and m, MSE av-
eraged over the assumed true prior in Eq. (7) can be

estimated from
0-1

2 exp[B,(2m¢ - m3) 1(O(z) - ¢)°

eXp[B (2m0§ mo)]

£=0
where
Q-1 p?
I L ))exp[,Bm(Zmz - m’) ]z
z = Q-1 p? .
25 k]‘[a(g 6(z - ))exp[,Bm(Zmz -m?)]

Using the solutions to the self-consistent equations
on m, and m, MSE was analytically estimated without
statistical uncertainty.

First, to clarify the performance of this model, it
was estimated how MSE depends on parameter T,. As
shown in Fig. 9, it was found that the optimal perform-
ance is realized around the Bayes-optimal condition,
thatis T, =T,, and J = J,. These results indicate that
the analytical estimate obtained using the infinite-range
model qualitatively supports the results obtained using
Monte Carlo simulation for the set of the snapshots of
the Q-Ising model. It was found that MSE monotonical-
ly decreased with an increase in the number of halftone

images and that perfect inverse halfioning was achieved
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with p*> = Q. These results show that the analytical esti-
mate qualitatively supports the results obtained using

Monte Carlo simulation for a two-dimensional model.

1. 895 65¢
1.895 55

[Sa4]

w2

S 1.89545F
1. 895 351
1.8952

)
T,
Fig.9 MSE as a function of T, obtained by analytical

estimate which was generated using infinite-
range model
3.3 Realistic image performance

To investigate the performance of the MPM esti-
mate for realistic images, Monte Carlo simulation was
used to derive MSE for obtaining the standard “Lena”
image (256-grayscale; 256 x 256 pixels). Then, the
performance of the MPM estimate was compared with
those of other methods, such as the MAP estimation
corresponding to the T,,—0 limit of the MPM estimate
and the conventional filter using a 3 x3 Gaussian ker-
nel.

First, the dependence of MSE on parameter T,
was investigated when the MPM estimate was used for 64
kinds of halftone images obtained by conversion from the
“Lena” image using the organized dither method via an
8 x 8 Bayer threshold array. Simulation showed that the
optimal performance was achieved in the wide range of
the parameter T, at J =1. This result is evident in Fig.
4(f). Then, perfect inverse halftoning was achieved
when 256 kinds of halftone images were used, irrespec-
tive of the settings for J and T, as shown in Fig.4(g).
Next, when prior information was not used for the MPM
estimate, as shown in Fig. 4 (h), a false contour ap-
peared in the image reconstructed using 16 kinds of
halftone images. However, this contour was removed by
appropriately introducing the model of the true prior, as
shown in Fig.4(i).

Next, the performance of the MPM estimate was
compared with other methods, such as the conventional
Gaussian filter using the 3 x3 kernel, the MAP estima-
tion for a set of 16 (64 ) halfione images of the 256-
grayscale standard image “lena” in Fig. 2 (a). As
shown in Figs. 10(a), (b) and Figs. 2 (f), (i), it

is found that the MPM estimate reconstructs original
image more accurately than the conventional Gaussian
filter via the 3 x3 kernel, although the performance of
the MPM estimate is almost the same as that of the
MAP estimation. Also, it is found from the patterns of
the reconstructed images in Figs. 2(f), (i) and Figs.
10(a), (c), that the fatal contour will not appear in
the reconstructed image obtained by the MPM estimate
via the 16 halfione images if appropriate model of the
true prior is used; however, that contour appeared in
the patterns of the reconstrucied images obtained by the

Gaussian filter.

(a) 256-grayscale image obtained
by the MPM estimate via the 16
halftone images when J=1,7,=
0. 001 (MSE/Q=0.131 149)

{b) 256-~grayscale image obtained
by the MPM estimate via the 64
halftone images, when J=1,

7 =0.001 (MSE/Q=0.012 417)

(d) 256-grayscale image obtained
by the conventional Gaussian filter
using the kernel with the size 3x3
via the 64 halftone images
(MSE/Q=0.013 620

(c) 256-grayscale image obtained
by the conventional Gaussian
filter using the kernel with the

size 3x3 via the 16 halttone
images (MSE/Q=0.292 306)

Fig. 10 Reconstructed images obtained by the MAP
estimation and the conventional filter using
the 3 x3 Gaussian kernel for the 256-
grayscale standard image “Lena” with 256 x
256 pixels
3.4 Bethe approximation
Here a statistical mechanical iterative method is
used with Bethe approximation to construct a practical
and useful method. Bethe approximation has been used
to approximate thermodynamics of many-body physical
systems by solving the self-consistent equations on a set
of effective fields. Here, a set of local magnetizations
{m,,} (O<m,,<Q-1,x, y=1,2,--- L) is used
on the square lattice to estimate macroscopic properties
of the present method. Then, the set of the local
magnetization {m, } is determined as a solution to the

self-consistent equations ;
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1
m, (s+1) = - X

2 Qi {ﬁﬁ[n,y,o(gx,y - 9)]x

(g g1 @Dy g 20 L B=1 p
exp| = 2 H( Lz, ks Imey () D |2} (9)
on {mw(s)}( O<m,, (s) <Q-1, %, y=1,2,-,

L,s=0,1, 2, ), where s denotes the number of
steps. Here, the effective Hamilionian H ({z,,};
{m,,(s)}) in Eq. (9) is set as

H(\z,,}3im, (s)}) =J (20y = 20y)" +

(+' 57 eD,,
nn.of (s ,3')
() # (2,9) (2,57) # (5,)

7YY Gy mme (), (10)

(&) eDy,  (a"9)
and the normalization factor Z as

= Z, E{fiole. -+ 8

B=1 p
exp[ - g H( Iz, bi m, (0D} (D

Here, as shown in Fig. 11, D,  is a set of lattice
points {(x,y), (x+1,y), (x, y+1), (x-1,9),
(#, y-1)} and {m, (s)} is a set of real numbers
from 0 to Q — 1 arranged on the lattice points around

D, ,. The reconstructed image is obtained using the so-

lution to the self-consistent equations in Egs.
(9) ~(11):
z,, = O(m,y).
LW
31, w41 M
m.,, my s,

Fig.11 A set of pixels {z,,} inD, (D, ={(x,y),
(x"'l,}’) ’ (x,}""l) ’ (x—l,}’) ’ (x’y _1)%)
and a set of effective fields {m, | around
Dx,y.

To investigate the performance of the presented
statistical mechanical iterative method, numerical sim-
ulation was conducted for the 256-grayscale “Lena”

image with 256 x 256 pixels. The performance of Bethe

approximation to carry out the Bayesian inference was
estimated to obtain the MPM estimate. The resulis
show that Bethe approximation obtains the reconstruc-
ted images in Figs. 12 (a) and (b) with 11 ~ 15 steps
respectively by choosing initial halftone images, such
as Fig. 4(d). As shown in the case of the Monte Carlo
simulation, it is found that false contour appears in the
reconstructed image in Fig. 12 (a) and that such con-
tour can be removed, as shown in Fig. 12 (b) , by the
present method, using an appropriate model of the true

prior. Here, the optimal value of J/T,, was determined

by trial and error without using a technique for parame-
[14-15]

ter estimation, such as the EM algorithm

(a) 256-grayscale image recon-  (b) 256-grayscale image recon-
structed using MPM estimate  structed using MPM estimate
and Bethe approximation for  and Bethe approximation for
JT,=0 JT, =1

n

Fig. 12 Reconstructed images obtained from the Bethe
approximation using 16 kinds of the halftone
images

From above results, it can be seen that the per-
formance of the Bethe approximation is similar to that
of MPM estimation which uses Monte Carlo simulation

for realistic images, such as the 256-grayscale standard
image “Lena” with 256 x256 pixels.

4 Conclusion

As seen above, after outlining the statistical me-
chanics which is used to describe the thermodynamics
of the spin model, an analogy between statistical me-
chanics and the MPM estimate was given based on
Bayesian inference. Considering this analogy, the gen-
eral formulation was then constructed for inverse half-
toning using multiple halftone images. From the theo-
retical point of view, to determine the performance of
the present method, Monte Carlo simulation was car-
ried out to obtain a set of the snapshots of the Q-Ising
model. It was found that the performance was optimal
under the Bayes-optimal condition within statistical un-
certainty,, and that the optimal performance was superi-
or to that of the MAP estimation. Then, using analyti-
cal estimation through building a mean-field infinite-

range model, the properties obtained by the Monte
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Carlo simulation were qualitatively confirmed. Further-
more, it was found that the present method is effective
even for realistic images if more than 64 kinds of half-
tone images are used. It was also found that the fatal
contour will appear in the pattern conducted of the re-
constructed image if the MPM estimate is conducted u-
ging fewer than 16 kinds of halfione images without u-
ging the model of the true prior, and that this contour
can be removed by using the MPM estimate based on
an appropriate model of the true prior. Finally, from
the practical point of view, the performance of the sta-
tistical mechanical iterative method was evaluated using
the Bethe approximation. Numerical simulation using
the standard image “Lena” demonstrated that the Be-
the approximation reconstructs the original image within
11 ~ 15 steps and that by using Monte Carlo simula-
tion, Bethe approximation performs as good as the
MPM estimate for this problem. From these results, it
can be concluded that the statistical mechanical itera-
tive method performs more effectively than the conven-
tional MAP estimation.

Future work includes improving the performance
of the statistical mechanical iterative method by using
more accurate information on the model prior of
grayscale images and on the MTF-function of the hu-
man vision system. Also, as the parameter selection is
important in these problems based on the Bayesian in-
ferences, the authors will construct a technique of in-
verse halftoning based on the parameter estimation u-
ging the EM algorithm.
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